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Data Cleaning and Analysis
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Clean data set 
· Think about data you have collected.
· What is your research question?
· What are you trying to get your data to “say”?
· Which statistical tests will best help you answer your research question? This will vary depending on the research question?
· Contact the research team/ statistician to discuss how to analyse your data.

Data Analysis Process
[image: ]

· Managing data – via Excel or REDCap
· Analysing and Interpreting large data sets by using statistical software

Step 1: Creating an analysis plan
· Formulate your plan according to your research objective and setting
· Collect the data
· Now that you have collected the data, consider how do you assess its accuracy and precision. Example – Global PaedSurg validation process. 

Step 2: Managing Data
· Create a data dictionary.   
· A data dictionary should include at minimum: 
· Variable names
· Variable descriptions – what the variable means
· Variable types 
· Response options (the answers) and any codes used

· Some data dictionaries include the column from the questionnaire where the variable can be found. Microsoft Excel is a great resource for a data dictionary. An example is attached below
[image: ]
NB: Make sure you add a column describing how to code the missing values
Step 3: Cleaning Data 
· Before you begin, make a copy of the original dataset!! 
· Few databases are free of errors and missing values
· Reviewing dataset to identify errors before analysis is important
· This is an iterative process
· Document, document, document any changes you make! – note down any changes you make such as 
· Changes to the datasheet
· Decisions about how to assess certain fields
· Documentation will ensure that you make consistent decisions and will provide a reference for those who may have questions about your analysis
The following is an example of how to use this table when documenting any changes.
[image: ]

Check for duplicate records
· Identify how many records are in the dataset. Use your statistical software to check the record count
· Determine if the number of records matches the number of questionnaires/ entries
· If the records are more than the number of questionnaires/ entries, run a frequency listing to look for multiple records with the same identifying information (such as ID number or name). If the data is anonymous you can still assess for duplicates – the statistical software can identify record entries that are the same i.e same weight, gestational age and age at diagnosis. 
· If there are two records with the same ID number or name, select the records and examine them to determine if they are identical (a duplicate record) or whether and ID number or name was entered incorrectly


· Use a table such as the one below to document changes made to the dataset for duplicate records
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Step 4: Detecting and correcting missing, miscoded or out of range values
· Few datasets are 100% complete or accurate
· Usually there are a few weird or missing values 
· Sometimes it occurs randomly or in patterns

Types of missing Data
· MCAR (Missing completely at random): Missing data are independent of variables   and occur at random.
· MAR (Missing at Random): missingness is related to a particular variable, but not related to the value of the variable that has missing data (accidentally omitting an answer on a questionnaire)
· MNAR (Missing Not at Random): Missing for a reason for example some individuals may be excluded 
The best way to identify missing variables is to run frequency tables, it shows you your variable distribution and totals. 

Handling Missing Data

Complete case analysis (complete participant analysis)
· Uses whole dataset as it is (+/- remove everyone with missing data on one or more variables)
· Can reduce precision
· Unbiased in a wide range of circumstances
Imputing 
[image: https://upload.wikimedia.org/wikipedia/commons/e/e8/Imputation.jpg]Statistical estimation of what the missing variable would be based on other participants with similar variables.
· Default value imputing
· Mean imputing 
· Regression imputation
· Multiple imputation
· Inverse probability weighting

Identify outliers
[image: ]Making a scatterplot illustrates the value of one variable on the X axis and the value of the other on the Y axis.
Data analysis
· Now that you have cleaned your data.
· Remember you should have a copy of the raw data that’s untouched as well as the cleaned dataset. 
· The cleaned dataset will be used for analysis

Types of Statistical Analysis

Descriptive Statistics 
Describes a phenomenon, such as how many? How Much?
· Frequencies
· Basic measurements 
Can be presented in a table, including the raw number and the percentage of the total which the raw number represents. Use of bar charts and pie charts for categorical data. For distribution, Box and whisker Plots and histograms can be used. Continuous variables can be made into categories such as age, using various categories with different ranges.

Inferential Statistic
Infers about a phenomenon, such as proving or disproving theories, associations between phenomena, if sample relates to larger population i.e. diet and health. And determine if findings are significant. 
· Hypothesis testing 
· Confidence intervals 
· Significance testing
· Prediction
· Correlation


Analysis of Continuous Data

Correlation
When to use it? 
· When you want to know about the association or relationship between two continuous variables. 
· [image: C:\Users\ddavidov\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.IE5\N3L1XTC8\MC900014156[1].wmf]Example: food intake and weight; drug dosage and blood pressure; air temperature and metabolic rate, etc. 

What does it tell you? 
· If a linear relationship exists between two variables, and how strong that relationship is.

What do the results look like?
· The correlation coefficient = Pearson’s r
· Ranges from -1 to +1
[image: ]
T-tests 
What does a t-test tell you? 
· If there is a statistically significant difference between mean score or value between two groups (either same group of people before and after, or two different groups of people.
[image: C:\Users\ddavidov\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.IE5\F0382YT3\MC900014158[1].wmf]
What does the result look like?
· Students’ t 

How do you interpret it?
· By looking at the corresponding p-value
· If p < 0,05 then means are significantly different from each other
· If p > 0,05 then means are not significantly difference from each other

[image: ]How to report it is illustrated in the diagram below

Analysis of Categorical (Nominal) Data

Chi-squared  

When to use it?
· When you want to know if there is an association between two categorical (nominal) variables (i.e., between an exposure and outcome) 
· Example: Smoking (yes/no) and lung cancer (yes/no)
· Example: Obesity (yes/no) and diabetes (yes/no) 
What does a chi-square test tell you?
· If the observed frequencies of occurrence in each group are significantly different from expected frequencies (i.e., a difference of proportions)
[image: C:\Users\ddavidov\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.IE5\N3L1XTC8\MC900434529[1].wmf]
What do the results look like?
· Chi-square test statistics = X2

How do you interpret it? 
· Usually, the higher the chi-square statistic, the greater likelihood the finding is significant, but you must look at the corresponding p-value to determine significance. 
Tip: Chi square requires that there be 5 or more in each cell of a 2x2 table and 5 or more in 80% of cells in larger tables. No cells can have a zero count.
An example is in the table below: 
[image: ]
How to report is illustrated in the diagram below (P value): 
[image: ]

Logical regression
When to use it? 
· When you want to measure the strength and direction of the association between two variables, where the dependent or outcome variable is categorical (e.g., yes/no)
· When you want to predict the likelihood of an outcome while controlling for confounders. 
How do you interpret the results? 
· Significance can be inferred using by looking at confidence intervals: 
· [bookmark: _GoBack]If the confidence interval does not cross 1 (e.g., 0.04 – 0.08 or 1.50 – 3.49), then the result is significant. 

· If OR > 1  The outcome is that many times MORE likely to occur
· The independent variable may be a RISK FACTOR 
· 2.0 = twice as likely 

· If OR < 1  The outcome is that many times LESS likely to occur 
· The independent variable may be a PROTECTIVE FACTOR 
· 0.50 = 50% less likely to experience the event 
[image: ]How to report, is as illustrated in the image below


Summary of Statistical Tests
	Statistic Test
	Type of Data Needed
	Test Statistic 
	Example

	Correlation
	Two continuous variables 
	Pearson’s r
	Are blood pressure and weight correlated? 

	T-tests/ANOVA
	Means from a continuous variable taken from two or more groups 
	Student’s t
	Do normal weight (group 1) patients have lower blood pressure than obese patients (group 2)? 

	Chi-square
	Two categorical variables 
	Chi-square X2
	Are obese individuals (obese vs. not obese) significantly more likely to have a stroke (stroke vs. no stroke)? 

	Logistic Regression 
	A dichotomous variable as the outcome  
	Odds Ratios (OR) & 95% Confidence Intervals (CI) 
	Does obesity predict stroke (stroke vs. no stroke) when controlling for other variables? 



References

Essential Medical Statistics. Kirkwood & Sterne, 2nd Edition. 2003  
http://ocw.tufts.edu/Content/1/lecturenotes/193325 
http://stattrek.com/AP-Statistics-1/Association.aspx?Tutorial=AP
http://udel.edu/~mcdonald/statcentral.html
Background to Statistics for Non-Statisticians. Powerpoint Lecture.  Dr. Craig Jackson , Prof. Occupational Health Psychology , Faculty of Education, Law & Social Sciences, BCU. ww.hcc.uce.ac.uk/craigjackson/Basic%20Statistics.ppt. 



image4.png
The following is an example of how you can use this table during data

cleaning:
Variable Format Problem Record IDs affected and
name resolution
DOB dd/mmlyyyy Missing data | 0012 — not collected;
action: none
0075-unclear writing;
action: left blank
0103-not entered;
action: entered from
questionnaire
DOB dd/mmlyyyy Improbable | 0024-month=15;data was
value mis-entered; action:
corrected in database
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Use a table such as the one below to document changes made to the
dataset for duplicate records:

(SSN)

Number | Primary ID Secondary Problem Record IDs
ID affected and
resolution
1 SSN duplicate 3125 - removed
2 Participant ID duplicate 3241 — removed
number
3 Missing Social duplicate 3278 - removed
Security
Number
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Imputation
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The scatterplot below shows the weights of the Jordan BRFSS participants
by age and sex. There would appear to be two extreme weight values
among the women (shown below).

Weight of 2004 Jordan BRFSS Participants by Height and Sex
Male Female
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Guide for interpreting
strength of correlations:

= 0-0.25 = Little or no
relationship

= 0.25-0.50 = Fair
degree of
relationship

= 0.50-0.75=

Moderate degree of

relationship

0.75-1.0 = Strong

relationship

= 1.0 = perfect
correlation
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“As can be seen in Figure 1, children’s mean reading
performance was significantly higher on the post-tests in
weatment and both, for Residency candidates (RC) ahd Specia all four grades, ( t = [insert from stats output], p <.05)"
(R2). *P < 0.001 and **P < 0.001, /Student Test.

“As can be seen in Figure 1, specialty candidates had significantly
higher scores on questions dealing with treatment than residency

candidates (t = [insert t-value from stats output], p <.001).
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Table-II: Distribution of obesity by gender (x]

BMI Normai Ouver Obesity Total ARl w52
- (16.6%) of men had abdominal

obesity (Fig-2). The Chi square

weight 1&1
Gender N % N % N % N % test shows that these differences

Female 194 441 171 389 75 17 440 100 are statistically significant
Male 186 589 118 373 12 38 316 100 (p<0.001).”

Total 380 503 289 382 87 115 756 100
X2=3614 df=2 p<0.001

“Distribution of obesity by gender showed
that 171 (38.9%) and 75 (17%) of women
were overweight and obese (Type | &Il),
respectively. Whilst 118 (37.3%) and 12
(3.8%) of men were overweight and obese
(Type | & li), respectively (Table-Il).

The Chi square test shows that these
differences are statistically significant
(p<0.001).”

wesity

56.4

16.6

%
3888533388

Female

Fig-2: Distribution of abdominal obesity by gender
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How do you report Logistic Regression?

Table 3 Matched odds ratios of peripheral neuropathy associated with
exposure to lipid lowering drugs one year before the index date. Province

of Varese, Italy, 1997-1999

ort (o5% cit
Statins. 1.19° (1.00t0 1.40)
- ._.s- Gorrn
Thyroid disease 275 (1.72104.14)
Diabetes 176° (1.52102.05)
Anaemia 145° (1.2101.73)
Chronic renal faiure 279" (16410474)
Connective tissue disease 249 (0.89106.92)

Odds ratios, and 95% confidence intervals, estimated including exposure to
statins and fibrates and presence of thyroid disease, diabetes, anaemia, chronic
renal failure, and connective tissue disease as covariates in a model of

conditional logistic regression. *p<0.05.

Those taking lipid lowering
drugs had greater risk for
neuropathy

Confidence Interval crosses
1-> NOT SIGNIFICANT !1!

ble 3 shows the effects of both statins and fibrates adjusted for the concomitant
conditions on the risk of peripheral neuropathy. With the exception of connective tissue

disease, significant increased risks were observed for all the other concomitant
conditions. Odds ratios associated with both statins and fibrates were also significant.
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Variable Description Field type Response
Name Options'
IDnum ID number Numeric 0001 — 9999
DOB Date of birth Date 01/01/1900 —
(dd/mmiyyyy) | 30/11/2009
CntryBth Country of Text {up to 60
birth characters of
text}
MarStat Marital status Numeric 1 = Single
2 = Married
3 = Divorced
4 = Widowed

99 = Missing





